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Motivation: Driving Forward Forensic License Plate Recognition

Challenges for Image Forensics in Daily Police Work

• Low-cost cameras often introduce high compression and low resolution
• Classic tools for image enhancement may fail for very low quality footage

Our Proposals
We effectively improve the recognition rate of (especially very
low quality) license plate images by:

1. Improving the Neural Network Architecture
◦ Sequence-to-sequence approach based on the

Transformer [1] model
◦ Higher performance while needing less parameters

2. Exploiting Image Quality Information
◦ Feed estimated compression strength to network

⇒ The lower the image quality, the higher the additional
benefit of this side information

Methods

1: Estimating the JPEG Compression Strength

1. Extract/estimate the quantization matrix from the image
2. Regress it to the closest standard QF ∈ [1, 100] of libjpeg [2]
⇒ Scalar quality surrogate value for any JPEG image

2: Sequence Based License Plate Recognition

⇒ Enables for predicting captions of arbitrary length
⇒ Exploits sequential context information from license plates

3: Combining Both Aspects in One Architecture

1. Send compression level cn to an embedding layer and
project to dimensions of input image Î

2. Fuse input image Î and compression level cn

3. Feed result Îemb to Transformer sequence-to-sequence
network to yield the final prediction of the license plate
caption

Experiments

Seq2seq NNs
CNNs

(a) Accuracy per license plate ( acclp ) for resolutions in pixel width rw ∈ [20, 180].
Compression levels QF ∈ [1, 100] are included for each rw.
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(b) Close-up of rw ∈ [20, 30]

Method acclp CER
Moussa [5] 5.53% 0.3496
LP-Transf. 8.02% 0.3254
LP-Transf.-5 9.48% 0.3131
LP-Transf.-10 9.94% 0.3046
LP-Transf.-25 10.04% 0.3046
LP-Transf.-50 14.43%14.43%14.43% 0.28480.28480.2848
LP-Transf.-100 11.88% 0.2990

(c) Lowest resolution rw = 20

Seq2seq methods, thus our LP-Transf.-X model and the
related Convolutional Recurrent Neural Network (CRNN)
approach, surpass the Convolutional Neural Network
(CNN) classifier methods. For very low resolutions (red
rectangle), our models have an significant advantage.
Fig. 1b shows an enlargement of the region.

Close-up of low resolu-
tion region. Our mod-
els’ advantage over the
CRNN baseline (red line)
increases with decreas-
ing image quality.

For very low resolutions, our models’ benefit is
most apparent. Distinguishing 50 compression
quality levels performs best. This may be a
good trade-off between quality granularity (half
precision) and optimization effort for the com-
pression embedding layer.
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