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• Functioning of FRTs

• Law Enforcement Directive 

• AI Act: Biometric Systems, Case studies 

• Food for Thought 

Overview
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Context FACIAL RECOGNITION 
TECHNOLOGIES
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Functioning of FRTs

Technical steps (brief recap):
• Images captured through CCTV cameras, drones, other video devices (image 

acquisition)
• Human faces detected in the framed images (face detection)
• Quality of the images enhanced to extract the facial features to perform facial 

recognition (feature extraction)
• Extracted features transformed into a template, i.e. mathematical representation of 

the salient features (template generation)
• To perform facial recognition, stored biometric data are compared with the biometric 

data of an individual passing in front of a FRT system (biometric comparison)
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Functioning of FRTs
• Comparison can be live (‘real-Eme) or retrospec;ve (‘post’)
⚠ The concept of real-/me/live is not defined from a technical perspec/ve

• At each technical stage, personal data/biometric personal data might be generated
▶ data protecEon rules (LED)

• Rules on the development, puKng into the EU market and use of FRTs
▶ AI Act 

⚠ Facial recogni,on: only iden/fica/on (1-to-many comparison, e.g. criminal inves/ga/on 
context) and verifica/on (1-to-1 comparison, e.g. iden/ty check) func/onali/es.  
Using ‘facial recogni,on technologies’ for categorisa,on purposes (age, sex, etc.) or 
emo,on recogni,on based on facial expressions  ≠ performance of facial recogni,on 
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Context LAW ENFORCEMENT 
DIRECTIVE
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Law Enforcement Directive (LED)
• Direc;ve 2016/680 – sibling instrument to the GDPR

• Scope: personal data processed for law enforcement purposes (preven&on, 
inves&ga&on, detec&on or prosecu&on of criminal offences or the execu&on of 
criminal penal&es Art.1(1) LED) by competent authoriEes (e.g. police, criminal jus&ce 
authori&es, Art. 2(1) LED/Art. 3(7) LED)

• Concept of biometric data : Art. 3(13) LED

8



DATAFACE Workshop
08.06.2023

Law Enforcement Directive (LED)

• Concept of biometric data (from data protection perspective)

Article 3 (13) LED: 4 constitutive elements

1. Personal data as a pre-requisite (i.e. data relating to identified/identifiable individual)

2. Resulting from specific technical means

3. Relating to biometric characteristics (physical, physiological, and behavioural)

4. Allowing or confirming the unique identification: uncertainty about exact meaning and 
scope
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Law Enforcement Directive (LED)

• Photographs, facial images, and biometric templates: different status / 
biometric data
üPhotographs not processed for facial recogni0on purposes, i.e. ‘mere’ 

photographs, i.e. images extracted from social media for retrospec0ve use 
of facial recogni0on or images captured from CCTV before their ‘pre-
processing’ ≠ biometric data 

üFacial images transformed for facial recogni0on purposes = biometric data 
üBiometric templates = biometric data 
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Law Enforcement Directive (LED)

• Criterion of ‘uniquely iden;fying’ is used to classify biometric data into the category of 
sensiGve data (known as special categories of personal data)

• Ar;cle 10 LED 

• Condi;ons to process sensi;ve data: 
ü Strict necessity of the processing, appropriate safeguards

ü Three legal grounds: 
+ Authorised by Union or na;onal law (e.g. clear, precise, and foreseeable in its applica;on)

+ Protec;on of the vital interests of individuals, or

+ Data manifestly made public by the data subject 
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Law Enforcement Directive (LED)

• Various obliga;ons linked to the processing of biometric data 

üData Protec*on Impact Assessment (Art. 27 LED): obligaGon triggered when data 
processing likely to result in a high risk to the rights and freedoms to individuals 
assessed through the combinaGon of, at least, two criteria (Art.29 WP’s Guidelines on 
DPIA, WP248 rev.01)

e.g. deploying FRTs in public spaces 

ü Data Protec*on by Design and by Default (Art. 20 LED): obliga;on for data controllers (e.g. law 
enforcement authori;es to adopt technical and organisa;onal measures to implement data 
protec;on principles 

e.g. use of relevant security standards and biometric template protec;on 

ü Other obliga*ons: e.g. rules concerning automated decision-making (Art. 11 LED)
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Context 
AI ACT
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AI Act (Regula-on 2024/1689) 

Regulating the development, placing on 
the EU market, putting into service and 
use of certain AI systems 

AI systems regulated according to the 
risks they pose to health, safety, and 
fundamental rights

Horizontal act, not replacing EU 
frameworks (e.g. data protec?on rules) 
s?ll applying 

+ European Commission’s Guidelines and Future Standards 14
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AI systems

No defini*on of AI but AI 
systems 

No specific technology/ 
technical approach/system 

architecture men;oned

Exclusions 

CONSTITUTIVE ELEMENTS
1) Machine-based system

2) Level of autonomy

3) Adaptiveness
4) Explicit/implicit objective

5) Capacity to infer 
6) Predictions, content, 

recommendations of 
decisions

7) Influences environments

Art. 3(1) AI Act: 
AI system means a machine-

based system that is designed to 
operate with varying levels of 

autonomy and that may exhibit 
adap;veness a<er deployment, 
and that, for explicit or implicit 

objec;ves, infers, from the input 
it receives , how to generate 
outputs such as predic;ons, 

content, recommenda;ons, or 
decisions that can influence 

physical or virtual environments 
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Scope of 
application  

What: AI systems and General-Purpose AI models

Ac*vi*es: placing on the market, puRng into service or using AI systems 
regulated according to the risks they pose (fundamental rights, safety, 
and health) 

Exclusions: AI systems exclusively developed or used for:  
- military/defence/national security purposes
- scientific research and development purposes

Where: in the EU / extraterritorial applica;on (e.g. beyond the EU if an 
AI system generates an output used in the EU)

Who: a range of actors concerned, but rules mainly apply to providers 
and deployers 
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Actors/
stakeholders 

Provider: enGty developing AI systems or general-purpose AI 
models
e.g. public authority developing a system in-house 

Deployer: enGty using AI systems
e.g. law enforcement authoriGes 

Product Manufacturer: enGty that manufactures products that 
integrate AI systems 

Distributor: enGty that makes an AI system available in the EU 
market  

Importer: entity established/located in the EU that places an AI 
system bearing name/trademark of another entity established 
outside the EU market 
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Risk-based 
approach Add the pyramid here 

Source: https://digital-strategy.ec.europa.eu/en/factpages/ai-act 
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Biometric 
Systems 

Emo$on recogni$on system: AI system for the purpose of 
iden$fying or inferring emo$ons or inten$ons of natural 
persons on the basis of their biometric data. (Art. 3(39) AI Act)

Biometric categorisation system : AI system for the purpose of 
assigning natural persons to specific categories on the basis of  
their biometric data, unless it is ancillary to another commercial 
service and strictly necessary for objective technical reasons. 
(Art. 3(40) AI Act)

Remote Biometric Iden$fica$on system: AI system for the 
purpose of iden$fying natural persons, without their acFve 
involvement, typically at a distance through the comparison of a 
person’s biometric data with the biometric data contained in a 
reference database (Art. 3(41) AI Act)

Untargeted Scraping of facial images : no definiFon in the AI Act 
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Definitions of biometric data 
From data protection perspective 

1. ‘biometric data’ means personal data 
resul?ng from specific technical processing 
rela?ng to the physical, physiological or 
behavioural characteris?cs of a natural 
person, which allow or confirm the unique 
iden6fica6on of that natural person, such as 
facial images or dactyloscopic data (Art. 
3(13) LED) 

2. Func6onality purpose of the processing of 
biometric data = to ‘uniquely iden?fy’ an 
individual

From an AI Act perspective  
‘biometric data’ means personal data 
resul?ng from specific technical processing 
rela?ng to the physical, physiological or 
behavioural characteris?cs of a natural 
person, such as facial images or dactyloscopic
data (Art. 3(34) AI Act)

Broader understanding to allow 
iden?fica?on/authen?ca?on, categorisa?on of 
natural persons and emo?on recogni?on of with 
biometric data (Rec. 14 AI Act)
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Prohibited Biometric Systems (Art. 5(1) AI Act) 

Emotion
recognition in 

two cases

Biometric 
categorisation

based on 
sensitive data

Remote Biometric 
Identification 
Systems only: 

Untargeted 
scraping of facial 

images

Workplace EducaFon 
insFtuFons, 

1. In public spaces
2. Law enforcement 
3. In real-Fme 

1. From CCTV or 
online

2. To create or expand 
a facial recogniFon 
databaseExcepted in 3 cases 

(missing persons; threats 
to life; and suspects of 
serious crimes)

e.g. to induce/infer 
ethnicity, political 
opinion, sexual 
orientation…

Excepted for 
labelling/filtering
(law enforcement)

except medical and safety 
reasons
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Remote Biometric Identification Systems

• No regulaFon of FRTs but regulaFon of the generic category of Remote 
Biometric Iden<fica<on systems 

• Art. 3(41) AI Act – definiFon 

• FRTs as the typical example of RBI and definiFon modelled aQer funcFoning of 
FRT: operate at a distance, w/o acFve involvement (and awareness)
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Remote Biometric Identification Systems
REAL-TIME RBIs IN PUBLICLY ACCESSIBLE AREAS FOR LAW ENFORCEMENT (Art. 5(1)(h) AI 
Act)
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Remote Biometric Identification Systems
• REAL-TIME RBIs IN PUBLICLY ACCESSIBLE AREAS FOR LAW ENFORCEMENT (Art. 5(1)(h) AI Act)

ü Ban as the rule
e.g. police deploying live FRTs in public spaces to iden>fy and locate protestors 

ü But three excep>ons, which must be authorised by na>onal laws: 
ü 1st excep0on: Targeted search for actual (and not poten>al) vic>ms of three crimes (abduc>on, trafficking in 

human beings or sexual exploita>on) as well as missing persons
e.g. real->me RBI cannot be used to search for a child who is at risk of being abducted by a rela>ve 

ü 2nd excep0on: Preven>on of specific, substan>al and imminent threat to the life or physical safety or genuine and 
present or genuine and foreseeable threat of a terrorist aKack

e.g. hostage situa>ons, threats to the security of cri>cal infrastructures
e.g. a threat of a terrorist aKack that reaches a certain threshold

ü 3rd excep0on: localisa>on and iden>fica>on of suspects and perpetrators of listed serious crimes (Annex II) 
punishable by a custodial sentence/deten>on order for a maximum period of at least 4 years 

e.g. use of real->me RBI to iden>fy a terrorist suspect aNer a serious terror aKack and locate him close to 
the train sta>on 
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Remote Biometric Identification Systems
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Remote Biometric Identification Systems

• CONDITIONS AND SAFEGUARDS FOR THE EXCEPTIONS TO THE BAN (Art. 5(2)-(7) AI Act)
ü National law authorising the use

ü To confirm the identity of a targeted individual 

ü Assessment of the seriousness, scale, and probability of the harm for individuals and nature of the 
situation

ü Geographic, personal, and time limitations

ü Performance of a FRIA and registration of the system in the EU database

ü System authorised a priori by a judge/independent authority (except in case of emergency)

ü No decision having an adverse effect on individuals with legal consequences can be taken solely on the 
basis of the output of the system

ü Use of real-time RBI documented and communicated to market surveillance authorities and DPAs

ü Annual reports to the EU Commission and by the EU Commission 
23



DATAFACE Workshop
08.06.2023

Remote Biometric Identification Systems

• RETROSPECTIVE USE of RBIs in publicly accessible spaces for law enforcement purposes 
ü e.g. FRT used for criminal investigations on video feeds

ü High-risk systems (Art. 6(2) + Annex III (1)(a)) 

ü Rules for high-risk systems: pre/post-market conformity assessments, FRIAs for deployers that are public 
entities governed by public law (e.g. police), data governance, record-keeping, risk management system, 
technical documentation, transparency obligations, human oversight, accuracy, robustness and cybersecurity

ü Additional rules: Art. 26(10): prior authorisation to use RBI, systems used in a targeted manner, i.e. ‘in link 
with a criminal procedure, criminal proceeding, or a genuine and present or genuine and foreseeable threat 
of a criminal offence, or the search for a specific missing person’, and no decision that would adversely affect 
an individual can be taken solely on the system’s output, i.e. without human review or intervention
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Remote Biometric Identification Systems

• RETROSPECTIVE USE of FRTs and the French TAJ (criminal records) used for that purpose 
Ø Since 2018, French police authorities can perform retrospective FRT (decree of 2012)

Ø Art. R.40-26 of French code of criminal procedure lists the information recorded in the 
TAJ, including photographs having technical characteristics to perform FRT. 

Ø Database containing images of offenders (of crime, offences, including minor offences), 
victims, and missing persons. 

Ø 6 Million of images of suspects and victims in 2019 (TELEFI Report). 
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Remote Biometric Identification Systems

Affaire Pélicot? 

24

üPolice used facial recognition 
software to identify suspects in 
videos

ü ?: Which software was it? 
ü ?: Which legal basis for the 

retrospective use of FRT? 
ü ?: Did they perform the comparison 

against the TAJ criminal record? 
üNo legal basis for extracting images 

from social media 
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Remote Biometric Identification Systems

Made with Excalidraw 25
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Focus: Hungarian law to identify protesters

Source: The Guardian 
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Focus: Hungarian law to identify protesters 

LAW
1. Prohibited to hold an assembly that 

violates the ban set out in the Child 
Protection Act (amendment/ March 2025)

2. Anyone participating in an event, such as 
Pride events, could be fined; people would 
be identified (live?/retrospectively?) 
thanks to the vast network of CCTV 
cameras 

Legal under EU Regulations? 
1. Does it fall into the prohibition of Art. 5 of 

the AI Act? 

2. What about data protection rules? 

3. And most important, compliance with 
fundamental rights? 
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Emotion Recognition

Prohibition: Art. 5(1)(f)

No placing on the market, putting into service or use of AI systems to infer 
emotions of a natural person in the areas of workplace and education 
institutions, except for medical or safety reasons. 

üRationale: concerns about the non-scientific basis and imbalance of powers (Rec. 44 AI 
Act) 

üEmotions or intentions such as happiness, sadness, anger, surprise, disgust, 
embarrassment, excitement, shame, contempt, satisfaction and amusement. 

üExclusions: physical state (fatigue or pain) and mere detection of gestures, apparent 
expressions…(rec. 18/ Art. 3(39))

28



DATAFACE Workshop
08.06.2023

Case of polygraph 

• Presumption that lies can be detected 

• At the intersection between predictive policing and emotion 
recognition systems

• But not classified under ‘biometrics systems’ in the AI Act 

• Their use raises legal and ethical questions (challenge for the 
fundamental right to privacy, presumption of innocence, right to not 
self-incriminate)

• Thus, their use even if authorised by national law (in application of 
the AI Act) must comply with fundamental rights to be legitimate

Source image: Wikipedia
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Case of polygraph

What the AI Act provides for: 
Use of polygraphs by law enforcement and migra0on 
authori0es classified as high-risk (Annex III of AI Act) 
6(b): 
AI systems intended to be used by or on behalf of law enforcement 
authori0es or by Union ins5tu5ons, bodies, offices or agencies in 
support of law enforcement authori5es as polygraphs or similar tools

And 
7(b) 

AI systems intended to be used by or on behalf of competent public 
authori0es [migra5on, asylum and border control management] or 
by Union ins5tu5ons, bodies, offices or agencies in support of law 
enforcement authori5es as polygraphs or similar tools

What the AI Act CANNOT provide for: 

1. The scien0fic validity of polygraphs 

2. And thus, which scienUfic studies could back up the 
development of polygraphs and reliability of their 
results 

3. The legal basis to use polygraphs; it recognises that 
law enforcement and migraUon authoriUes may use it, 
provided their use is permiWed under EU/naUonal law 

⚠

The use of polygraph is already prohibited in some 
Member States

29



DATAFACE Workshop
08.06.2023

Biometric categorisation

Prohibition: Art. 5(1)(g)
No placing on the market, putting into service or use of biometric categorisation 
systems that categorise individually natural persons to deduce or infer sensitive 
data (e.g. race, political opinions, trade union membership, religious or 
philosophical beliefs, sex life or sexual orientation)

Examples of prohibited practices
1) Inferring political opinions from a facial image

2) Deducing sexual orientation based on voice
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Biometric categorisation

• Exceptions (Recs 16 and 30, Art. 3(40) AI Act)

ØAncillary services linked to another commercial service, which include filters proposed by 

social media 

ØLabelling biometric datasets in compliance with other legislation (e.g. data protection rules) 

ØClassifying images based on hair/eye colour for law enforcement purposes
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Untargeted Scraping 

• Prohibition: Article 5(1)(e) 

No placing on the market, putting into service, or use of AI systems to 
create/expand facial recognition databases through untargeted scraping of 
facial images from the Internet or CCTV

Rationale/background: practices of Clearview AI and PimEyes

Only covers facial images and creation /expansion of existing facial databases (but not use 
of existing databases) 

Scope limited 
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Use case: Clearview AI 

New York Times – The 
Secre;ve Company That Might 
End Privacy as We Know It- 18 
January 2020  
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Technical 
descrip8on 
of the tool
(based on NOYB’s 
complaint)

1. Clearview AI uses an ‘automated image scraper’ to 
search the Internet and collect images where it detects 
human faces + ‘metadata’ (information associated with 
the images) – all stored on Clearview AI’s servers

2. Facial features are then extracted through image 
processing 

’for each image collected, every face contained in the image is scanned 
and processed in order to extract its uniquely identifying facial features. 
Faces are translated into numerical representations which [NOYB] refer(s) 
to as “vectors”. These vectors consists of 512 data points that represent 
the various unique lines that make up a face.’
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Technical 
description 
of the tool
(based on NOYB’s 
complaint)

3. Clearview AI stores vectors in a database (associated 
with images and other info) – The vectors are then 
hashed for indexation and future identification 
purposes.

4. When a user uploads a picture, the platform 
analyses the image, extracts the features and hashed 
them to compare them against existing hashed vectors. 
Matching images will be shown to the user.

* For more details, see complaint by NOYB to the Austrian Data 
Protection Authority and by Privacy International to the UK Data 
Protection Authority (ICO) 
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Legal issues 
raised by 
Clearview AI 
Practices 

1. From a data protecPon perspecPve?
2. What about the use of the plaSorm/database by police 

authoriPes in the EU? 
3. Does the AI Act prohibiPon cover the pracPces of 

Clearview AI? 
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High-risk systems (Art. 6(2) + Annex III 
AI Act) 

Emotion
recognition in the 

other cases

Biometric 
categorisation in 
the other cases

Excep2ons to the 
prohibi2on and all 
other uses of RBIs

Retrospective use 
for law 
enforcement in 
public spaces 
(conditions – Art. 
26(10) AI Act) 

1. real-Fme/ retrospecFve 
use for non-law 
enforcement 

2. Placing on the market/ 
puZng into service of 
RBIs
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High-risk obligations for actors 

Providers 
1. Pre/post market conformity assessment

2. Risk management 

3. Registra*on in EU database
4. Specific requirements, further described in 

CEN-CENELEC standards currently under 
development (e.g. human oversight, data 
governance, cybersecurity risks, accuracy, 
technical documentaGon, etc.) 

⚠

standards not focusing on risks to organisaKons 
(tradiKonal role of standards) but on possible risks to 
individuals

Deployers 
1. Fundamental Rights Impact Assessment 

(for certain deployers, e.g. public sector)

2. Information to delivered to impacted 
persons (e.g. right to explanation of 
decision-making)

3. Registration of AI systems deployed for 
public sector 

4. Requirements specific to the AI systems: 
input data quality and governance, human 
oversight, record-keeping of logs, etc. 
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Food for Thought
Ø AI Act does not supersede the LED rules and other EU legislation

Ø Rules still need to comply with necessity and proportionality tests and the Charter of 

Fundamental Rights

Ø Two coexisting definition of biometric data 

Ø Challenges for the implementation of the exceptions in national law/ criminal procedure 

Ø While Art. 5 applies since 2 Feb. 2025, the provisions relating to non-compliance only apply 

as from 2 August 2025. But Art. 5 can be enforced by national courts (EC Guidelines) 
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Many thanks for your attention

Catherine Jasserand, PhD

Assistant Professor, Faculty of Law, STeP, University of 
Groningen

Affiliated Research Fellow, Faculty of Law, CiTiP, KU 
Leuven 

c.a.jasserand@rug.nl
catherine.jasserand@kuleuven.be

Many thanks for your aTen<on 
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